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Abstract: This study aims the detection and recognition of plant diseases by using the most modern methods including 

Support Vector Machine (SVM), Convolution Neural Network (CNN), Artificial Neural Network (ANN) and 

Adaptive Neuro-Fuzzy Interface System (ANFIS). In the studies, 2340 training and 585 test data were used with 3 

different tomato plant leaves as Healthy, Early blight, and Yellow leaf curl virus. These methods are used in a wide 

spectrum of research areas. While creating the dataset, a total of 11 features were extracted from the existing image 

data. 91% accuracy has been achieved with the proposed ANFIS which is the best compared to the other methods with 

11 features. 
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1. INTRODUCTION 

 

Plant disease is an abnormal condition that affects the normal growth of the plant's stem and leaves [1]. Plant diseases 

are generally named according to the symptoms and can affect plants of all types and at ages. Just as in humans, 3 

basic factors are required for the emergence of the disease in plants such as a disease-sensitive plant, a pathogen that 

can cause disease, and a disease-friendly environment. If these three factors coexist, unfortunately infectious plant 

diseases occur. On the other hand, if the plant shows symptoms such as poor growth or yellow and rotting leaves 

without the presence of any pathogens, the presence of non-infectious plant disease is highly likely. The first step in 

identifying plant diseases is to characterize the symptoms. Symptoms can be local and limited, such as leaf spots, or 

general and systematic, such as poor growth or withered leaves. 

 
Green parts of the plant, such as leaves, may occasionally exhibit color changes or deformations. This may mean that 

the pathogen is within the metabolism of the plant and that the related disease is caused by a virus. Virus disease 

symptoms are often confused with symptoms of diseases caused by nutritional deficiencies. It is possible to mention 

that if the plant is suddenly ill and twisted, although the soil is the same and evenly watered, the plant suffers from a 

soil-borne disease.  

 

The fact that there is a variety of plant diseases and factors requires the use of technological methods in the detection 

of the disease. Until now, image processing, machine learning, deep learning methods have been frequently used in 
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the recognition of both plant and human diseases. In this study, an ANFIS model has been applied for plant disease 

detection. It is mainly different from the previous methods with remarkable results and outperformed other methods 

with its performance and accuracy. In these methods, 11 features are obtained from image processing of feature 

extraction method. In the first stage, the diseased and healthy labels were taken by created models. Then, one more 

label was added to the existing labels to recognize the disease.  

 

2. MATERIALS and METHODS 

 

2.1. Experimental Datasets 

 

The dataset of all plants used to recognize the disease was taken over GitHub, an open-source sharing site [14]. The 

data used in the modelling are formed from images with the same size and format of the Joint Photographic Experts 

Group (JPG). In order to use these images in the model, they must be converted into processable numerical data. The 

numerical dataset in this study consist of a total of 2340 data with 780 data for each label. The test data was determined 

as 25% of the total data, so 585 test data and 1755 train data were used for each method.  

 

2.2. Image Processing 

 

Image-processing can be defined as, the process of obtaining useful information by using characteristic features over 

an image or video. The basic logic behind the image processing is to handle the image as a function and convert it into 

a two-dimensional array. Performing mathematical operations on the converted two-dimensional array mean doing 

the same on the image, but the operations should be converted into numerical data that the computer can process. In 

this study, the methods used for feature extraction are explained in the following subsections. 

 

This is the stage of preparing the data to be processed. At this stage, the Gaussian Blur filter, which is commonly-used 

method in image processing is incorporated in this study. The mathematical expressions of this filter are based on 

Gaussian Distributions and given as below formulas for two-dimensional plane and three-dimensional space [2]. 
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2.3. Color Feature Extraction 

 

Feature extraction is a size reduction process. It has always been a recommended method to process the distribution 

of color codes, namely histogram, instead of processing the entire picture. Histogram intensity extraction is an image 

processing method suitable for images whose color values are not evenly distributed [3]. 
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P(rk), k indicates at what rate the color value is represented in the image, nk is the number of colors are in the image 

which defined color as k and n is the total number of pixels. The cumulative probability function is calculated by the 

following expression:        
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Then reverse conversion also can be done. This process finds the color that will replace the calculated colors.       
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2.4. Texture Analysis 

 

Texture analysis is a widely-used method in image processing. It was developed in the 1970s for image analysis and 

classification [4-7]. Texture analysis is a way of defining the distribution of densities on an image. In other words, 

similar and different regions can be distinguished by using this processing method. 

 

Haralick texture features, calculated by using the gray level co-occurrence matrix (GLCM), are often used because 

they are easy to apply. Also, the performance is quite high in this method. GLCM requires that the images used are 

reduced to a gray level. Therefore, GLCM can be defined as the histogram of grayscale colors created on an image 

with a certain threshold value. There are 14 statistics that can be calculated using GLCM. The statistics used in this 

study are formulated below. Ng is a square matrix [i, j] in size, the number of gray levels in the image. 
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For correlation statistic, where µx, µy, σx and σy are the means and standard deviations of px and py, the partial 

probability density functions. 
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For inverse difference moment; 
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For entropy; 
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2.5. Adaptive Neuro-Fuzzy Inference System (ANFIS) 

 

ANFIS is a type of Artificial Neural Network (ANN) method based on a fuzzy inference system [8]. It is a system that 

combines the fast training algorithms of Artificial Neural Network and the advantages of Fuzzy Logic. It was 

developed in the early 1990s by Jang to model nonlinear functions and predicting chaotic time series [9]. 

 

 

 

Figure 1. ANFIS Structure 

 

Similar to Artificial Neural Network, ANFIS also consists of input and output pairs. The formula that forms the basic 

structure of ANFIS can be written as the following: 

 

1 11 21 1
p qx xF r= + +                     (11) 

 

where x1 and x2 input values and p and q are linear output parameters. ANFIS layers can be briefly described as 

follows. 

 

Layer 1: The layer where the membership function is defined for each entry. The output of this layer indicates the 

membership degrees. The output obtained for each input x1 and x2 is formulated as follows: 
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Layer 2: Also called the rule layer. Precision degrees of the rules are calculated in this layer. 
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Layer 3: In this layer, the normalization process of the rules is performed, therefore it is also called normalization 

layer. 
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Layer 4: In this layer, each normalized rule is multiplied by its output function. Therefore it is also known as 

defuzzification layer. 
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Layer 5: It is the layer where the output of ANFIS is obtained by adding the values from Layer 4. 
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3. EXPERIMENTAL STUDY 

 

This study aims to use new-generation learning algorithms and methods for the detection of plant leaves with disease. 

The methods chosen for determining the disease have proven their effectiveness in many areas and have shown high 

performance. In this study, we will evaluate which method yields more accurate results in a problem with high 

complexity. To compare the results obtained according to the complexity of the problem, two different studies were 

conducted by using two and three labels. Performance metrics to compare the results of different methods and their 

corresponding mathematical formulas are presented in Table 1. 

 

Table 1. Performance metrics and their mathematical expressions. 

Metrics Formula 

Accuracy Tp Tn

Tp Tn Fp Fn

+

+ + +
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Recall Tp

Tp Fn+
 

F-score 2 recall precision

recall precision

 

+
 

Rmse ( )
2

1

N

i
i i

N

yx
=

−
 

Mse ( )
2

Rmse  

 

3.1. Detection of Two-labelled Plant Disease 

 

The labels used in this study are only diseased or healthy labels. One output has been obtained from the learning 

models based on given 11 features. The datasets used in the models are listed in Table 2. 
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Table 2. Dataset and descriptions 

Dataset Label Leaf type description Number of Data 

 

Diseased 

 

0 

Early-Blight Disease          780 

Yellow curl virus          780 

Healthy 1 Healthy Tomato plant leaves         780 

 

As can be noticed from the table, a single label was used for two different diseases. In other words, there is no item 

distinguishing the disease here. Results obtained from each method have been evaluated according to the metrics given 

in Table 1. The accuracies are used as comparison for the performance rates of the methods. The results obtained from 

the methods are as follows. 

 

Table 3. Accuracy values of all methods. 

 

Method 

% Accuracy 

Train                                              Test 

SVM 88.94% 88.05% 

CNN 99.39% 97.85% 

ANN 98.81% 97.14% 

ANFIS 99.72% 99.11% 

 

The proposed ANFIS method has yielded the best accurate results among all other methods.  The detailed results of 

the SVM algorithm, which has the farthest results to ANFIS, are as presented in Table 4. 

 

Table 4. Classification report of SVM classifier. 

 Precision Recall F1-score Support 

0 0.44 0.55 0.49 238 

1 0.59 0.48 0.53 323 

Macro avg 0.51 0.51 0.51 561 

Weighted avg 0.52 0.51 0.51 561 

 

Table 5. Confusion matrix of SVM with linear kernel type. 

 Actual Values 

Positive Negative 

 

Predicted Values 

Positive 130 108 

Negative 168 155 

 

The basis for classification problem metrics is the balance between accuracy and precision. The ROC curve is used to 

express this balance. ROC can also be expressed as the fraction of true positives to false positives. The ROC curve of 

the SVM classifier is shown in Figure 2.  CNN and ANN are both based on artificial neural network, so it is expected 

that both methods should give close values to each other. Detailed results of two different methods based on the same 

logic are presented in Table 6. 
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Figure 2. ROC curve of SVM classifier 

 

 

 

Figure 3. CNN model accuracy 

 

 

 

Figure 4. ANN model accuracy 
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Table 6. ANN and CNN model loss 

 

Method 

 

Epoch 

Model Loss 

Train Test 

ANN 20 0.0444 0.0982 

CNN 20 0.0223 0.0542 

 

 

3.2. Detection of Three-labelled Plant Disease 

 

In this part of the study, one more label was added to the same dataset. With the added label, the complexity of the 

problem has been increased and proposed ANFIS method has been found to give better results compared to other 

methods for difficult problems. 

 

Table 7. Three-labeled dataset 

 

After processing the three-labeled dataset, the accuracy of results from all methods decreased as expected. Significant 

decreases were achieved in methods that yielded over 98% with two labels. The results for this part of the study are 

as follows: 

 

Table 8. Accuracy values of all methods with three-labeled. 

 

Method 

% Accuracy 

Train                                              Test 

SVM 70.25% 65.47% 

CNN 44.55% 38.92% 

ANN 63.70% 41.02% 

ANFIS 86.49% 87.18% 

 

 

MSE is a metric used to express how close the estimated response value for a particular observation to the actual 

response value of that observation. It is frequently used in machine learning algorithms and deep learning methods to 

evaluate model performance. This value is interpreted as the closer the estimated value is to the actual value, the 

smaller the MSE value. In this study, the values of MSE and RMSE values for applied methods are presented in Table 

9. 

 

 

 

 

Dataset Label Leaf type description Number of Data 

 

Diseased 

0 Early-Blight Disease 780 

2 Yellow curl virus 780 

Healthy 1 Healthy Tomato plant leaves 780 
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Table 9. MSE and RMSE values. 

 

Method 

METRICS 

MSE                                             RMSE 

SVM 0.9350 0.9669 

CNN 0.5128 0.7161 

ANN 0.7188 0.8478 

ANFIS 0.1437 0.3790 

 

The RMSE values obtained using ANFIS are shown in the Figure 5. 

 

 

Figure 5. RMSE value of ANFIS 

 

4. CONCLUSIONS 

 
It is the ability to estimate the closest to real values and this is what we expect from artificial intelligence algorithms. 

In other words, the higher the accuracy rate in artificial intelligence models, the better the model. In addition, it is also 

important to point that the techniques used in artificial intelligence methods differ according to the problem types and 

difficulties. 

 

In this study, widely used machine learning, deep learning, and soft computing methods have been applied on the 

same dataset and the results are evaluated and discussed. Among the methods used for the problem of identification 

and categorization of plant diseases, the proposed ANFIS method has outperformed other methods in the models we 

created using both 2 labels and 3 labels. The models, which can achieve results close to ANFIS for two-labeled dataset, 

lagged far behind ANFIS as the difficulty of the problem increased for three-labeled dataset. 

 

As stated in many previous studies [7, 14], ANFIS provides a high level of performance in solving difficult problems. 

The results obtained in this study support many previous studies with 99.11% test accuracy for 2 labels and 87.18% 

test accuracy for 3 labels. Besides the accuracy values, RMSE values, from ANFIS method yielded the lowest values 

(best) for both labels.  
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