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Abstract: In this study, joint distributions of order statistics of nonidentically distributed discrete random vectors are
expressed in form of integral by permanent. Then, results related to pf and df of order statistics of the discrete random
vectors are given.
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1. INTRODUCTION

Several identities and recurrence relations for probability density function(pdf) and distribution function(df)
of order statistics of independent and identically distributed(iid) random variables were established by numerous
authors including Arnold et al.[1], Balasubramanian and Beg[2], David[3], and Reiss[4]. Furthermore, Arnold et al.[1],
David[3], Gan and Bain[5], and Khatri[6] obtained the probability function(pf) and df of order statistics of iid random
variables from a discrete parent. Balakrishnan[7] showed that several relations and identities that have been derived
for order statistics from continuous distributions also hold for the discrete case. Nagaraja[8] explored the behavior of
higher order conditional probabilities of order statistics in a attempt to understand the structure of discrete order
statistics. Nagaraja[9] considered some results on order statistics of a random sample taken from a discrete population.
Corley[10] defined a multivariate generalization of classical order statistics for random samples from a continuous
multivariate distribution. Expressions for generalized joint densities of order statistics of iid random variables in terms
of Radon-Nikodym derivatives with respect to product measures based on df were derived by Goldie and Maller[11].
Guilbaud[12] expressed the probability of the functions of independent but not necessarily identically
distributed(innid) random vectors as a linear combination of probabilities of the functions of iid random vectors and
thus also for order statistics of random variables.

Recurrence relationships among the distribution functions of order statistics arising from innid random
variables were obtained by Cao and West[13]. In addition, Vaughan and Venables[14] derived the joint pdf and
marginal pdf of order statistics of innid random variables by means of permanents. Balakrishnan[15], and Bapat and
Beg[16] obtained the joint pdf and df of order statistics of innid random variables by means of permanents. Using
multinomial arguments, the pdf of X,.,,,; (1 <r < n) was obtained by Childs and Balakrishnan[17] by adding
another independent random variable to the original n variables X;,X,,..., X,,. Also, Balasubramanian et al.[18]
established the identities satisfied by distributions of order statistics from non-independent non-identical variables
through operator methods based on the difference and differential operators. In a paper published in 1991, Beg[19]
obtained several recurrence relations and identities for product moments of order statistics of innid random variables
using permanents. Recently, Cramer et al.[20] derived the expressions for the distribution and density functions by
Ryser’s method and the distributions of maxima and minima based on permanents. In the first of two papers,
Balasubramanian et al.[21] obtained the distribution of single order statistic in terms of distribution functions of the
minimum and maximum order statistics of some subsets of {X;, X,, ..., X,,} where X;’s are innid random variables.
Later, Balasubramanian et al.[22] generalized their previous results[21] to the case of the joint distribution function
of several order statistics.

In this study, joint distributions of p order statistics of innid discrete random vectors are expressed in form of
an integral. As far as we know, these approaches have not been considered in the framework of order statistics from
innid discrete random vectors.
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From now on, subscripts and superscripts are defined in first place in which they are used and these
definitions will be valid unless they are redefined.

If a,, a,, ... are defined as column vectors, then matrix obtained by taking m, copies of a,, m, copies of
a,, ... can be denoted [a, a, ...] and perA denotes permanent of a square matrix A, which is defined as similar to

my; my

determinant except that all terms in expansion have a positive sign.

Consider x = (x®,x®,..,x®) and y = (y@©,y@,...,y®) (b = 1,2,...,n) are vector, then it can be
writtenasx <y if x©® < y® (s =1,2,...,h) andx Fy = (x(l) FyW,x@Fy@ | x®F y(b)).

Leté; = (Ei(l), Ei(z), . fl.(")) (i =1,2,...,n) be ninnid discrete random vectors which components of &; are
independent.

X = Zen(§0, 67,8 (2)

is stated as rth order statistic of sth components of &;,¢&,,...,&,. From (1), ordered values of sth components of
&,&,,...,&, are expressed as
X9 <x® < <x$) )
From (2), we can write
=X X2, xP) 1<r<n.
Also, x,, = (x&}),xlgf),...,x&,b)), (x&,s) =0,1,2, ...)(w =12,...p;;p=12,...,n) and x(s) = 0. Let f; and F; be
pf and df of Ei(s), respectively.
In this study, pf and df of X, ., Xpymo o Xpym (1S73 <73 <...<1m, <n) are given. Let X© =

)
(X X

rem Arymr s

X,(S.)n) and x©® = (x,x{,..., x{”). For notational convenience we write :
P PIRPONPO)
23,2

x(S) xf) xéS) xr(f)
> fandf instead of )}
M Kty e N I R O C R 1(15)1

(s)
F (1)(X( ) F (1)(X( ) F (1))
n=rp Tp=Tp-1=1 1r3-1,-1 1-1r1-1 1-11-1 11-1 S2p

Yy ...¥ ¥ ¥ z,f [ .. [ ad

my=0 kp=0 my=0 k=0 mi=0 k=0 (1)(x§5)—) F (1)(x§5)—) F (1)(x1(75)—)
33 9 S3p

®
F &) F (1)(X(S) Fc(i)("ps)
S2 2p

) [ ... [ inthe expressions below, respectively.
0 S HEP=D
e ey
2(p-1)

2. THEOREMS FOR PROBABILITY AND DISTRIBUTION FUNCTIONS

In this section, theorems related to pf and df of X, ., X, -+, Xym are given. We now express the following
theorem for joint pf of order statistics of innid discrete random vectors.

Theorem 2.1.

frl r2 WTp: n(xl' X2y X

HD > ﬁ_[per[v““”—v“w g1/ ]_[per v 6o/, ®)

=1 NepMeprTigap rw—Tw-1—1 1
X1 <Xp <+ < Xp, Where D = ]'[70)r1 [y = Tw—1 — DI L 15 =0,1p =n+1,

(s)
o @)

(s,t) (s, s 3
v f]) = [1] ?1) —-F (1) (x( ) )] w=1 )
2w—1 S2t Czt @G )

(dvS™, dvE™, . dvS"y vED = 0 = (0,0, ...,0) and vEPHD = 1 = (1,1, ...,1)’ are column vectors,

+ chj) 1(xt(s)_), viW) = (Ul(s,w)’vz(s,w)’ ".’Ur(ls,w))/’ dvsw) =
W



Mehmet Giingér et al. / TAMAP Journal of Mathematics and Statistics Volume 2018

By nggmgy,  ENOLES SUM OVer UZ2, ¢, for which ¢, n ¢ = ¢ forv =9, U2 ¢, = {1,2,...,n} and

{Cél)}, if £ even
g{; = (TH_l_rﬂ_1>
TR R LI if £ odd.

\

Here, n, is cardinality of ¢,. A[¢,/-) is matrix obtained from A by taking rows whose indices are in ¢,.

Proof. It can be written
frl,rz ..... rp:n(Xl'XZ' . --'Xp) =P {Xrl:n = X1, X7'2:n = X2, ---'er:n = Xp}
- p{X(l) — X(l),X(Z) - X(Z),...,X(b) - X(b)}
b
= p{x(S) - X(S)}

s=1
b
TP = 50 x8, = 20, X, = 1)
s=1
L
= | fruro rp:n(xl(s),xés),...,xf,s)).
s=1

Consider

rim rm

(s)

{X(s) =x®, X9, =, x8), = xff)}-
1

The above event can be realized mutually exclusive as follows: r; — 1 — k, observations are less than x
(s), Tg—l—kf—mf_l—rf_l (f=2,3,,p)

k,+1+m, (w=12..,p) observations are equal to x,
observations are in interval (xés_)l,xés)) and n —m,, — r,, observations exceed xz(,s). Probability function of the above

event can be written as
0 xf) = P, = 0 XD, = 2, X, = )

ﬂl:rz ----- Tpin(xl y Xy Ty rim
The following expression can be written from the last identity.

fr1.rz.--..rp:n(x1. X2,y ey Xp)

b
- 1_[ Ciper[F®—) ) Fae—) —Fa®) fx) ~ fx) 1-Fa)],
s=1 mp kp,...m1,K1 ri—1-kq kq+1+mqy ry—1-kp—-mqi-1q kpt+l+my  kptltm, N-Mp=Tp

-1
where C; = (T2 [ = 1= ky = Mypey = Tyl ) TToy Gy + 14+ M) mg = 0, Ky = 0,

My_1 +ky <1y =Ty — 1, FGS) = (AL, B, o B ($))

f(x) = (fl(xﬁ)),fz(xv(j)),...,fn(x§j>))' and F;,(x—) = P(X® < x$) (i = 1,2,...,n).

In the above identity, using properties of permanent, it can be written

b p+1
Jr T2 :n(xlt Xyens Xp) - Cl
1727

(| [pertrcolsi-n/)
s=1 mp,Kp,...m1,k1 N5y MspmMsyy w=1

w-1 »
per PGS =) = B )5/ Dper i) sm2/ 1| [perlelsm-r, @)
rw—1-kw—my_1-Tw—1 few w=1 1

where Znsl_nsz _____ Msgp denotes sum over U;‘fl s, for which s, N sy = ¢ forv # 9, U?ffl s; =1{12,...,n},
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F(x$)=0=(00,..,00, F(x),) = 1= (1,1,...,1)' and

p+1
(ms)
s,sP, s YL if 1 = 0 (mod 4)
1 <Tl+73—1—ml—71—kl+73—7"l—71)
51( ),sl( )'-'-'Sz 4 LA ifl =1 (mod 4)

Sl=

)
ssP,s) L if | = 2 (mod 4)

{s™} if 1 = 3 (mod 4).

(4) can be written as

b
(ky +1+m,,)!
frl,rz,...,rp:n (XI' X2seee) XP) = 1_[ z Gy z [n k,'m,!

s=1 mp,kp,..mq,k1 Mgy MsprMlsyy TW=
11 1[p+1 p+1
my-—1
AT T - sl ]_[dy“) [ [perticeotlsion/)
0o 0 |w=1 w=1

mw-1

per[F(uy =) = F(ug) D1 lsay-s/Iper (e [saw-2/) ]_[per [Ce) [saw—1/).

Tw—1=kw—my_1-Tw—_1 few 1

The above identity can be expressed as

b
fr1.rz,-..,rp:n (Xl; Xoyeney Xp) = 1_[ Z C Z

s=1 mp,Kp,.M1,k1  Ngy Mgy, Msap
11 1[p+1
[ [ {1 Trertn = 22200 [suquoDperlFees? =) = P25/
00 0 w=1 Mw-1 Tw=1=ky—My_1-Tw—q
- per [y £ N Isi-2/) ]_[per Ay a1/, (5)
K 1

where C = (]'[”J+1 (w —1—ky —my_q — 1, DI).IE,, [my, ke, 172

In (5), if v = yO£(x&)) + Fx -), the following identity is obtained.

frira. rpn(XI'XZ'-- Xp) 1_[ Z C Z

Fa(”) Fo()  Fo ("vs))

]_[per [FCe2,) = v ][50 /-)

F (1)( (s) ) F ( )( (s) ) Fsgg_l(xz(’s) w=1
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per[FG =) = PG ]lsu—s/ Dper v = B llsuw-2/) | | [ pertdve lisu-1/9. ©®)
Tw—1—Kyw—My_1—-Tw—1 kw w= 1
Considering

0 9
Z Z Z ®W -k, — mwl_l)!mw_l! k!

kyw=0my,_1=0 n54(w_1),n54w_3

-per[G(l)][s4(W_1)/-)per[ G® ][54w—3/')p37”[G(3)][54w—2/')

My-1 I—ky—my—q kw

1
= @per[G(l) +G@ + 6@, @)

9
where k,, + m,,_; < 9 and using (7) for each k,, and m,,_,, in (6), we get

b
ﬁ”l.Tz ..... rp:n(xl,XZ,...,Xp) = 1_[]) Z

S=1 Mgy MeymaNeyy
p+1

J lﬂper[F(xéfll = VD 4+ B =) = Bl y) + v = Fe) 9)]lszw-1/7)
w=1

Tw—Tw-1—1

14
] [pertavemisans,
w=1 1
where ¢,,_1 = Sgaw—1) U Saw—3 U Say—2 and 65, = Sy,,—1. Thus, the proof is completed.

If x; = x, =...= x, = x, it should be written [ [ ... [ instead of [ in (3), where [ [ ... [ isto be carried

. 1 ,2
out over region: F x®-) < vc(gl)) < vgﬂ) <..< v(g:) <F (1)(x(s)) F (1)(x(5)—) < v (1) ) < Fqgl)(x(s)),
Fox®-)< v(f’j) <F (x®),...F o(x®-) < v(ff)’) <F @(x®).
Sa Sa Sa S2p Sap S2p
Moreover, if x; < x, <...< x,,, it should be written [ [ ... [ instead of [ in (3), where [ [ ... [ istobe

carried out over region: v((j) (f ? <..< v(( D F (1)(x( )< v(s D<F (1)(x ),

F (1)(x —) < v(s 2) <F (1)(x§s)) , F (1)(x( )—) < U(Sp) <F (1)(Xz(,s)).
Sa S Czp S2p

We now express the following theorem for joint df of order statistics of innid discrete random vectors.

Theorem 2.2.

E“l,‘rz,...,rp:n (X1, Xo) vy Xp)

p+1

b p
=] [p ]_[ per(v™) — v D)gy,, /. )‘ [ [pertavemisans. ®
w=1 1

s=1 Neqs nc2 ..... nch Tw—Tw-1—1

Proof. It can be written

— | | () ,.(8) (s)
Frl,rz,...,rp:n(xlt X2reee) Xp) - Frl,rz ..... rp:n(x1 , xz rrrny Xp )
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_| | ) (s (s)
= Z frl,rz,...,rp:n(zl 12y s Zp )
s=1,0) ,6 )

1“2 14
The above identity can be expressed as

r1r2 rpn(XerZr" Xp) r Z D Z

s=1 (S) (S) "21(75) Mgy MynMlopy

[p+1

| ]_[per[v“m VOVl /) ]_[per[dv“m][cz )

—Tw-1—1 w=1 1

Thus, the proof is completed.
3. RESULTS FOR PROBABILITY AND DISTRIBUTION FUNCTIONS

In this section, results related to pf and df of X,. ., X, .0, - ooy Xpym are given. We now express the following
result for pf of rth order statistic of innid discrete random vectors.

Result 3.1.
F (1)(x§ ))
Wy _ 1 @ _ @D D
frl:n(x1 ) (r—D'(n— 7.1)|nczn:c (j(l) ) peT[Vr B 1ls1/.) per[1 n_Vr 1ls3/- )per[dvl 1ls2/-) (9)
1162 (1) 1 1

Proof. In (3),if b =1,p =1, (9) is obtained.

In Result 3.2-3.3, pf s of minimum and maximum order statistics of innid discrete random vectors are given,
respectively.

Result 3.2.
F (1)(96& ))

e N Ol pertas i) (10)

nczp()(()) n-

Proof. In (9), if , = 1, (10) is obtained.

1)
f &)
Specially, in (10), by taking n =2 and v} = [v %) F ()’ —)] & (1))+FC(1)(x£1)—), the
C3 2 3

following identity is obtained.

F (1)(265 ))
fa(x®) = ) f per[1 —vO-][gs/.) per[dv®V]lgz/.)
ne,=1p (1)(,{5 ) ) 1 1

F (1)(x§1))
— (11) 1,1
= § (1 “rvw )d o
3
Ngp = 1 F (1)( ) )

= Z {f (1)(x§1))+ f()(xl( ))F<>(x(1) —)—gfqm(xfl))”()(xfl)) f<>(x1(1))F(>(x(1) )}

ncz—l

= () +5 fz(xil))Fl(x(l) -)- fZ(xil))Fl(xil)) f(eP)F (2 -)
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1 1
00 + 3 AEDIR0S) = S AR ~ H08)F ().
Morever, the above identity in iid case can be expressed as

fia(x) = 2 ) = 2f (P F D) + £2 ().

This result is obtained, if i = 1,n = 2 in equation (2) in [6]. Also, the above identity for xfl) = 1can be

written as
fiz(D) = 2f(1) = 2f(0O)f (1) = f2(D).
Result 3.3.
F (1)(x§ ))
fnl?) =G, eIl perlavo s,/

n(lF()(()) nt

Proof. In (9), if , = n, (11) is obtained.

In the following result, we give joint pf of X;.,,, X5, .., Xpo.

Result 3.4.
1
fl,Z,...,p:n(Xl' X2, -"'Xp) = m f per[l - V( p)][C2p+1/ )Hper[dv(sw)][gm/)
Mgy Mearleap
X1 <X <. < Xp.
Proof. In(3),ifb=1,1rn,=1,1, =2,. = p, (12) is obtained.

We now give three results for df of single order statistics of innid discrete random vectors.

Result 3.5.
F (1) (xgl))
1

Fan(”) = i . ] perly*lles/.)perlt = v Vlsa/Jper{av /)

Mgy Mgy
Proof. In (8), if b = 1, p = 1, (13) is obtained.

Result 3.6.
F (1) ))

1
Fin (x£1)) = (n

Pmil—V“”H%/)Pﬂivﬁnﬂc/)

L) '
Proof. In (13), if , = 1, (14) is obtained.

Result 3.7.
F (1) ))

WTV“WKM)Pwmﬁ“Wk/)

1
Fyn (x1(1)) - (n

Ny

Proof. In (13), if r, = n, (15) is obtained.

In the following result, we give joint df of X;.,, X500, .+, Xpin-

1y

(12)

(13)

(14)

(15)
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Result 3.8.

D

1

FI,Z,...,p:n(XI' X2yeee) Xp) = m Z j per[1l— V(l'p)][§2p+1/- ) 1_[ per[dv(l'w)][g‘zW/.) (16)
n-p w=1 1

Mgy Mgprlcay V
Proof.In(8),ifb =1, =1,1, = 2, ..., = p, (16) is obtained.
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